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Let’s start from Multi-Layer Perceptron

e Model time series with
MLP, e.q., predicting the
next data point

— Limited memory
— Fixed window size L

— Number of weights
increases with L quickly

— Predictions at different
times are independent

e How to better model past
information?

700

600

500

400

300

200

100 ¢

t

X
Feed Forward
Network —— ™
’

.....

Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan- Jan-
49 50 51 52 53 54 55 56 57 58 59 60
Month

(Figure from Box and Jenkins, Time Series Analysis: Forecasting and Control, 1976)
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Make Network Recurrent

Parameter sharing
— Different positions use the

same network 700

Add recurrent links
600

— Current computation

affects future computation
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Unfold Recurrency

Delay by 1 step

u—h
f Unfold

h® is affected all past input: x@, .-+, x(®)

(e

(Fig. 10.2 in GBK)
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Different Types of Recurrency

e RNNs that produce an output
at each time step and have ° Ground-truth
recurrent connections Classes

between hidden units !
e Take classification / labeling o
as example
O ®

] Unfold
e Forward propagation

Net input to hidden a? = b+wWh Y ruzg®, °t  hi-

Nonlinear activation  h'Y = tanh(a"),

Linear output o) = c+VvhY, o

Softmax -> class prob. ' = softmax(o\"),

Cross entropy loss: L = —Ztlog([y(t)]y(t)) (Fig. 10.3 in GBK)
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Back Propagation Through Time (BPTT)

e Qutput (hence loss) at time t is affected
by past inputs and hidden nodes
through the recurrent links

e To perform gradient descent, gradients
need to pass backwards through the
recurrent links

e Each update of weights requires

— Forward computation of all hidden nodes

and output nodes
— Backpropagation of gradients

— Both computations are sequential 2>
cannot be parallelized - slow to train
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(Fig. 10.3 in GBK)
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BPTT Sketch

Same as regular backpropagation — L
repeatedly apply chain rule

For W,,, we propagate

along the vertical links L L, ILt
oL _ Zf oL, 1 vA Y
oW, =0 oWp, Y1 Y2 @
aLr — ()L; aj’f v -Wh\ v .Wm lTWm
I Why ai)t Why Whn Whn Whn
. LI LIy LTSRN
y, = Whyhr Easy to
calculate
v W v W v W
X1 X2 Xy
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BPTT Sketch

Same as regular backpropagation —
repeatedly apply chain rule

For W,,, and W,,, we also propagate

along the horizontal (i.e., recurrent) links L
oL __ Ot oL,
oW, Zi:o oWy 5’1
oL, __ 0L, 9y, Ok "
oWy, ay, oh, oWy, _
Wi Win
h, = tanh(Wy,h,—1 + W x;) hy<—=>| i [=—=

It also /

depends

on W,
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Different Types of Recurrency

RNNs that produce an output at

each time step and have recurrent °
connections only from the output

at one time step to the hidden

units at the next time step o

Carry less information from past, 77N

Gy ) o e @

o ~

— Output nodes typically have a 4 NI YN A VN
lower dimensionality than hidden wo — DR
nodes Unfold

— Output nodes are strongly

U U
influenced by ground-truth y
during training

(Fig. 10.4 in GBK)
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Teacher Forcing

e When recurrent links are only
from output to hidden, then
teacher forcing (i.e., feeding
ground-truth output to hidden)
can be used to parallelize
training

o [t essentially only trains
network to make 1-step
predictions

e During inference, yt~1 is not
available for predicting y®,
causing mismatch from training

— Scheduled sampling: mix
ground-truth outputs and free- Train time Test time

run outputs during training with (Fig. 10.6 in GBK)

a ratio that gradually decreases
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Bidirectional RNN

RNNs introduced so far are causal, i.e., the
output at the current time step is only affected
by the current input and past inputs

In some applications (e.qg., filling a missing word
in @ sentence, speech recognition), output has
dependencies on inputs from both sides

OO0

Let’s use two RNNSs, one for each direction

‘e D+O~O
©

‘6 OO0

04O
I >
(&

Their hidden values work together to give output

Fig. 10.11 in GBK)

~
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RNN with a Single Output

e Some tasks only require a single output from the input sequence
— E.g., phoneme classification, sound event recognition

(Fig. 10.5 in GBK)
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RNN with Context Conditioning

e Output a sequence from a 0 o @ TN
conditioning vector l>f !

— E.g., laughter sound generation,

conditioned on the type of laughter 0 o @
— E.g., image captioning, conditioned on

image
— E.g., emotional talking face generation,

conditioned on emotion label

e This conditioning vector can be
input to the network
— As extra input at each time step (right
figure)
— As the initial state h(©

— Both (Fig. 10.9 in WBK)
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Encoder-Decoder Sequence-to-Sequence RNNs

e Sometimes the input and output
sequences are of different length
— E.g., machine translation from English to

Chinese
— E.g., audio captioning

e Encoder is an RNN with a single output

e Decoder is an RNN with context

conditioning
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Deep RNNS

e RNNs we introduced so far have only one hidden layer
e There are many ways to make them deeper, but a common way is to stack
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Vanishing & Exploding Gradients

Recurrency applies the same function repeatedly, and will exponentially
diminish or boost certain effects

Look at linear recurrency as an example
h® = wht-1D = wth©
Let W have eigenvalue decomposition
W =QAQ™"
Then we have
h® = QAtQ—lh(O)
Eigenvalues are raised to the power of t!
— If (@ js aligned with an eigenvector with eigenvalue greater than 1, then explode
— If (@ js aligned with an eigenvector with eigenvalue smaller than 1, then vanish
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Vanishing & Exploding Gradients

e Vanishing gradients are very common for RNNs

L

Hidden
Layer

Time 1 2 3 < 5 6 7

Darkness indicates the influence of input at time 1
Figure from [Graves, 2008]

e Exploding gradients also happen, and it damages the optimization very much
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e Too big gradients
will make too big

Gradient Clipping

Without clipping

updates of network

parameters

e (Clip the norm of
gradients g to v:

if flgl] > v
gu

g
gl

J(w,b)

\/

b

With clipping

=

b

(Fig. 10.17 in GBC)
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Improving Long-Term Dependency Modeling

e Temporal dependencies in data can be very long

— E.g., music rhythmic structure is at the scale of seconds, where each second often
contains 44100 samples (time domain) or ~100 frames (time-frequency domain)

o Influence of input vanishes exponentially over time steps
— In practice, after ten steps, influence is already negligible

e Several ways to improve long-term dependency
— Add skip connections through time: allows information to flow with fewer time steps

— Add linear self-connections to hidden units, called leaky units, similar to running average:
1O — qut-1 4 (1 — a)v®. When « is close to 1, it allows hidden units to remember
information for a long time.

— Add gates to control information flow

ECE 208/408 - The Art of Machine Learning, Zhiyao Duan 2024 19



Gated Architectures - LSTM

Cell state (leaky unit) is the internal memory
Three information gates perform delete/write/read operations on memory

Forget Gate Input Gate Output Gate

h
| | |

A

iy = o(wi[h—1,x:] + b;)
fi = o(wrlhi—1,x:] + by)
0y = o(Wyl[hi—1,%:] + by)

- Ct

t-1

¢ = tanh(we[hi—1, x¢] + be)

ht

ct = fr*xci—1+ 1 % G N

hi = o4 * tanh(c")

Xt 20
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Gated Architecture - GRU

e (Gated Recurrent Unit (GRU)

— A single gate to simultaneously control
the forgetting factor and the updating

operation of the state unit yltl
— Fewer parameters than LSTM L
— Similar performance hlt-1] > ( S < X + ) h[t]
a1
r[t] 1-
SN a2 hi
Update gate 2z = o,(W,z¢ + U, hy_y +b;) . > j > )c > tjnh
Reset gate  r: = oy(Wozy + U hy—1 + b,.) F \ y
hi = én(Whzy + Uy (r, © by 1) + bn) S 1
Output he =2 Ohiy + (1 — 2) © hy x[t]

(Figure from https://en.wikipedia.org/wiki/Gated recurrent unit)
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Application: Music Generation

Neural Network\
o)

Human Performer

part 5 el —enerrer
0y, ==
5 e
[ |
HuF:r;.?tn S ~—— “.l [ &
Benetatos, VanderStel, & Duan, BachDuet: A deep learning system for human-machine counterpoint improvisation, NIME, 2020.
PitchClass 8 8 8 8 12 12 12 12 0 0 11 11
Onset _Midi_Artic  (67_1)€7_0 67.0 670 0.1 01 01 01 721 720 711 710
Hold ¢
£ o o
e
Bar 0 0 0 0 0 0 0 0 0 0 0
Beat -2 -1 -2 0 -2 -1 -2 0 -2 -1 -2
rhythm Accent -3 -2 -3 -2 -4 -3 -4 -1 -3 -2 -3
token
Yan, Lustig, Vaderstel, & Duan, Part-invariant model for music generation and harmonization, ISMIR, 2018.
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Application: Audio Source Separation

Predicted Mask
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Summary

Recurrent Neural Networks (RNNs)
— Weight sharing over time
— Recurrent links to carry information infinitely long (in theory)

Different kinds of recurrencies
— Hidden to hidden
— Qutput to hidden

Different RNN architectures
— NtoN,Nto1l,1toN, NtoM

Back Propagation Through Time (BPTT)

— Vanishing and exploding gradients due to repeatedly compositing the same function
— Gradient clipping

Long Short-Term Memory

— Linear self connections to remember information longer

— (Learnable) gated architecture to control information flow
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